
1  Introduction 

Ensemble methods have been successfully applied to real-
world problems in computer vision [7], computer security [2], 
medical diagnosis [8], credit card fraud detection [1] and to 
problems in many other scenarios. Our intention is to raise 
awareness for a specific class of ensemble methods called 
cluster ensembles, and point to their advantages for the 
detection of characteristic spatiotemporal patterns. The 
motivation behind this effort is that clustering is an important 
data analysis task for spatiotemporal data. It allows users to 
assess the data’s spatial and temporal variability by focusing 
on the characteristic spatiotemporal patterns.  

The detection of clusters in spatiotemporal data has an 
inherent difficulty. Clustering results often depend on specific 
parameter assignments users have to specify in advance. The 
derived clusters may favor certain aspects of spatiotemporal 
patterns. Hence, the detected clusters may not capture the 
characteristic spatiotemporal patterns. 

Cluster ensembles address this conceptual difficulty as 
follows. First, they compute many different clustering results 
for a given input data set. The different clusterings are 
computed by varying the parameter assignments of the 
utilized clustering algorithm; or they may even use different 
clustering algorithms. Second, they consolidate the different 
clustering results into a single result. 

 
2 Experimental Setup 

We explain the significant advantages of a consolidated 
clustering result in comparison to the result of a single 
clustering algorithm using sea surface data [6]. This data set 
contains thousands of spatially referenced time series; each 
time series describes the temporal behavior of a spatial 
position. We computed clusters of this data set according to 

the raw time series and to several statistical quantities, 
including the logarithmic power spectrum, standard deviation, 
minimum and maximum vectors of the time series. To detect 
clusters in sea surface data, we utilize the k-means clustering 
algorithm and vary the number of clusters for each statistical 
quantity between two and twelve. This produced 40 different 
clustering results. Note, we utilized the Euclidean distance in 
the computation of all clustering results. 

These clustering results served as the input to our cluster 
ensemble. We computed the consolidated clustering result 
according to the rules described in [5]. Two ocean modelers 
assessed the 40 clustering results of the k-means algorithm as 
well as the consolidated clustering result. 

 
Figure 1: Clustering result of the k-means algorithm on the 
raw data. The clusters are visually encoded using the color 

palette on the right hand side. This clustering result represents 
the ENSO processes well. 

 
 

3 Results 

This assessment showed that each of the 40 clustering 
results favored slightly different aspects of the sea surface 
data. Hence, these clustering results show a broad bandwidth 
of detected spatiotemporal patterns. After a detailed 
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inspection of the detected patterns, it became apparent that 
many of these patterns do not represent real-world processes. 
In the following, we explain this finding in detail. 

Figure 1 depicts the clustering result of the k-means 
clustering on the raw time series data. In this clustering result, 
the clusters C4, C5 and C8 represent different phases of the El 
Nino and Southern Oscillation (ENSO) processes, with high 
probability. Other processes such as the Antarctic 
Circumpolar Current (ACC) are not well represented in this 
clustering result. Figure 2 depicts the clustering result of the 
k-means clustering using the power spectrum. Here, the ACC 
is well represented since the clusters along the coastline of the 
Antarctic represent the ACC processes. However, the ENSO 
processes are not well represented in this clustering result. 

 
Figure 2: Clustering result of the k-means algorithm using the 
power spectrum of the time series. The clusters are visually 
encoded using the color palette on the right hand side. This 

clustering result represents the ACC processes well. 

 
 

In contrast, the consolidated clustering result captures only 
the prominent spatiotemporal patterns of the input clusters. 
This result shows that the consolidated clustering is robust 
against outlying spatiotemporal patterns (see Figure 3). The 
consolidated clustering represents the ENSO and the ACC 
processes. 

Our experiences in using cluster ensembles for the detection 
of patterns in spatiotemporal data are in line with the reported 
advantage of ensemble methods for non-spatiotemporal data 
[3] [4]. 

 
Figure 3: Consolidated clustering of the cluster ensemble. The 

clusters are visually encoded using the color palette on the 
right hand side. The consolidated clustering represents the 

ENSO and the ACC processes well. 

 
 
Besides the analytical results, our collaboration with domain 

experts revealed two significant advantages of cluster 
ensembles for users. First, users do not make any strong 
assumptions on parameter assignments; for example, there is 
no need for users to guess the number of clusters in advance. 

Second, cluster ensembles lower the burden for users to utilize 
clustering algorithm in a proper way. The systematic variation 
of the statistical quantities and the parameter assignments 
strive to minimize the influence of misleading clustering 
results. 
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