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1 Introduction 

Whilst there is a long tradition of members of the public 

recording and sharing information about the world we live in, 

recent developments in digital technologies have driven an 

explosion of crowdsourced data collection and creation. Due 

to connected, location enabled digital devices – smartphones, 

cameras, tablets, notebooks etc – citizens are able to capture 

and almost share spatially referenced information about all 

kinds of processes (see for example [3] [6] [8]) via many 

different types of platforms – the web, social networks, server 

host sites (e.g. Flickr for photographs) – as well as targeted 

activities such as OpenStreetMap [9] and Geograph. Thus, it 

is now relatively simple for citizens to capture and share 

information about the world they live in, both actively (e.g. 

via OSM creation) or passively (e.g. via mining of twitter 

feeds).  

The recent high level of scientific interest in crowdsourced 

data is high for 2 simple reasons.  First, the very high data 

volumes that are potentially available to the scientist, and 

second, the low cost of such data. That is, at the core of much 

of the current scientific interest is the possibility that 

crowdsourced data may be able to replace data collected under 

the designed experiment that is where data are collected under 

a formal experimental design that includes sampling 

strategies, stratifications, etc. However, the critical issue using 

crowdsourced data in this way relates to the quality of the 

data. This not only relates to the reliability of observations and 

their labeling  - whether they truly describe the phenomenon 

under consideration, but also to the spatial distribution of the 

observations, which depends on the locations of the 

individuals volunteering the information. Thus the controls 

over what is recorded and where is recorded that are 

frequently addressed by pre-specified experimental designs 

and the establishment of data capture protocols are lacking in 

crowdsourced data.  

 

The focus of this paper is to consider how 

conceptualisations of crowdsourced data have evolved over 

time. It analyses the semantics of ‘citizen science’ activities as 

reported in the scientific literature for the period 1990 to 2013 

in order to understand the changes in the way that the 

scientific community use, conceive apply such data.  

 

2 Analysis 

A text mining analysis of the semantics used in research 

describing the analysis, acquisition and qualities of 

crowdsourced geographic information was undertaken. The 

abstracts of 10,441scientific papers, published between 1990 

and 2013, that contained any of the 24 the terms listed in 

Table 1 in their title, keywords or abstract were downloaded 

from Scopus (note: these terms were selected as initial set to 

investigate – future work will extend and refine these). 

 

Table 1. Search terms used to extract scientific papers form 

Scopus 

Terms 

Science 2.0 

Collaborative mapping 

Wikinomics 

Extreme citizen science 

Geographic citizen science 

Geocollaboration 

Map Hacking or Map Hacks 

Neogeography 

Participatory sensing 

Ubiquitous cartography 

Mashup 

Citizen science 

Collaboratively contributed geographic information 

Crowdsourcing 

Geographic World Wide Web 

GeoWeb or GeoSpatialWeb 

Involuntary geographic information 

Volunteered  Geographic Information 

Public participation in scientific research 

Ambient geographic information 

User-generated content 

Contributed Geographic Information 
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Abstract 

This paper describes a semantic analysis of terms used to describe citizen sensing and crowdsourced data use in scientific analyses. It 
applies a latency analysis to journal abstracts downloaded from Scopus that matched one of number of terms related to crowd sourced 

data and citizen science. The latency analysis shows how the terms associated with crowdsourcing are related and how they have 

evolved over time.  
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A Latent Dirichlet Allocation (LDA), first proposed by [1] 

was used to analyse the content of the abstracts. LDA seeks to 

explain similarity in documents using unobserved, latent 

groups or topics. The idea is that each document includes a 

number of embedded topics which are indicated by the words 

that the documents contain and that the frequency of words in 

documents describe these associations. Latent approaches 

consider the data (documents) and the hidden concepts they 

contain (topics) from the standpoint of naivety and seek to 

determine the underlying similarities between documents and 

concepts. These techniques have been used in a number of 

spatial data analyses [11] [12] [4] [5] have applied them to 

integrate land cover data with different taxonomies. Here, 

citation data were downloaded from Scopus for publications 

that matched at least one of a number of search criteria.  

 

The data were cleaned to remove English stopwords 

(conjunctions, pronouns etc.), numbers, punctuation, 

whitespaces and any words less than 3 characters long. The 

words were then stemmed. Stemming is the process of 

establishing common etymological roots for words such that, 

for example propose and proposal have the same stem of 

propos. The cleaned and stemmed abstracts were then 

organised into a corpus of 24 documents based on the year of 

publication.  

 

The evolution of the terms and phrases related to citizen 

sensing listed above was analysed using the term frequency-

inverse document frequency (tf.idf). The tf.idf weight is a 

commonly used in library sciences for document classification 

and information retrieval. It is a statistical measure and 

describes the importance of a word in relation to any given 

document. A frequency matrix was constructed describing the 

occurrence of each of the phrases in each of the 24 documents 

representing the corpus of abstracts for each year (1990 to 

2013). This is shown in Figure 1 where the cells in the matrix 

indicate the number of times each term appears in each year. 

Note, that in this case corpuses were re-created for each year, 

no stemming or removal of stop words was performed, and 

search terms with more than one word were replaced with 

concatenated versions (e.g. such that “Citizen science” was 

replaced with “Citizen_science”). 

 

Figure 1: The frequency of occurrence for each search term.  

 
 

The terms in the matrix were weighted using the ‘tf.idf’ 

scheme described in [9]: 

    
  
∑  

  
 

  
 

 

where Wij is the weight of the ith word in the jth class, ni is 

the number of times the word appears in the jth class, Σni is the 

total length of the jth class description, D is the total number of 

classes and nj is the number of classes containing the ith word. 

The weighting has the effect that a word that appears in all 

class descriptions has a zero weight, but a word appearing 

frequently in a few short classes has a high weight. The results 

of apply the are shown in Figure 2.  

 

Figure 2. The changes in tf.idf  values for the search terms 

1990 to 2013. 

 
A Latent Dirichlet Allocation analysis was run on the 

corpus using the topicmodel package [2] in R, the opensource 

statistical software. Ten latent variables or topics were 

identified and these can be characterised by the terms that are 

most strongly associated with them from the posterior 

probabilities generated by the LDA of each term being 

associated with each topic (Figure 3). This suggests that there 

are 3 distinct topic groups: Topics 4 and 9 (community, 

mashup, web, develop, health) , Topics 6, 7 and 8 (use, 

particip, web, public) and Topics 1, 2, 3, 5 and 10 (particip, 

develop, public).   

 

Figure 3. The 10 stemmed terms most strongly associated 

with each topic, shaded by the posterior probability of 

belonging to that topic and with the topics clustered.  
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The LDA also generates posterior probabilities that each 

document is associated with each topic. These relationships 

between topics and documents via their semantics for each 

year can be visualised in a network, where the edges are 

defined by probability.  For clarity the edges (connections) 

between years and topics (vertices) were removed if the 

posterior probability for each topic-year pair was less than the 

minimum posterior probability for that year plus the standard 

deviation [7]. The connections between topics and years is 

shown in Figure 4 and indicates an evolution over time of the 

concepts associated with publications in this domain. 

 

Figure 4. The links between topics and years, with the 

strength of the link as defined by the posterior probability as 

determined by the LDA model indicated by the edge widths.  

 
 

The connectedness between the semantics embedded in 

documents from different years is further illustrated in Figure 

5. This shows the semantic distances between the documents 

for different years in the corpus. The recent explosion of 

publications, application and the wider discussion of the use 

of citizen sensed data in scientific publications are perhaps 

suggested by the lack of links between publications from more 

recent years compared to the 1990s and early 2000s – 1997 is 

particularly interesting year. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. A network describing the semantic distances 

between documents published in different years. 

 
 

 

3 Discussion Points 

A number of areas for future consideration have been 

identified through this initial exploratory work. First, that the 

number of scientific papers that cite (not about) 

crowdsourcing topics has increased in recent years. Second 

that there are clearly identifiable evolutionary phases in the 

way that such information is referred to, witness the links in 

Figure 4 and Figure 5. These potentially reflects phases in GIS 

Science related to crowdsourcing between 1990 and 2005, the 

beginning of mashups, neogeography and so on in 2005-2006 

seeing and a breadth of citizen science activities since then 

appearing to be disconnected. Thirdly, that recent research is 

clearly drawing from a much wider range of data sources, 

labelled in different and novel ways, potentially reflecting the 

rapid increase in the platforms and systems available to 

individual citizens that enable them capture and share a 

diverse range of different types of information, describing the 

world we live in. There are obvious areas for future research 

in considering who contributes such data, the impact of digital 

divides on the nature of the information that is contributed and 

potential biases towards western, developed populations and 

of course the nature of the technologies used to capture and 

share such information. On-going work is considering these 

issues 
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