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Abstract
Making citizen science sensor platforms and their measured data accessible to GIS users can be a challenging task.
Data has to be discovered, downloaded, and converted before adding it to a GIS project. To facilitate integration
and enhance interoperability between sensor platforms and GIS, this work proposes a method for accessing sensor
platforms directly through GIS. Our approach implements selected parts of the OGC GeoServices REST API directly
on a sensor platform, thus making it a first class node on the Internet of Things. Users can get a live view of what is
measured in the field, in their GIS.
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1 Introduction
In the past years, communities of amateur enthusiasts
have created more and more technical solutions for en-
vironmental monitoring, environmental control and data
acquisition. A plethora of solutions already exists based
on open hardware and software platforms (e.g., Arduino1

or Wiring2) as well as the recent advances in the mobile
devices market. The members of such communities who
systematically collect data to foster additional knowledge
on a certain subject or region can be called citizen sci-
entists [9]. They use open hardware systems and smart-
phones as the basis for building sensor platforms to ob-
serve and measure their environment. Data generated by
such sensor platforms is often pushed to Sensor Web por-
tals [4], such as cosm3 or Thingspeak4, which offer func-
tions for storing, sharing, visualizing, as well as discov-
ering sensor data. Those Sensor Web platforms, which
expose sensors as Web-accessible resources, form a part
of the Internet of Things [1].

Despite existing, manifold functions of Sensor Web
platforms, those services do not include Geographic In-
formation System (GIS) functionalities, such as the over-
lay with map layers or the implementation of spatial oper-

1http://www.arduino.cc
2http://www.wiring.org.co
3http://www.cosm.com
4http://www.thingspeak.com

ators. To carry out such analyses, the stored data needs to
be converted for subsequent integration with a GIS. The
integration is challenging. Due to insufficient meta data
and the usage of non-standardized data formats, interop-
erability between the citizen scientists’ sensor platforms
and GIS tools is not existent. If addressing this challenge
and improving interoperability, we could significantly in-
crease the availability of sensor data collected by citizen
scientists and foster its usage by GIS experts and decision
makers.

In order to tackle the challenge described above, this
paper proposes an approach to provide direct and live ac-
cess to citizen science sensor platforms. The approach
does not require a third party brokering platform which
collects and gives access to sensor data. Instead, the sen-
sor platforms become first class nodes on the Internet of
Things and directly serve interfaces, standardized by the
Open Geospatial Consortium (OGC).

The use cases for sensor platforms offering direct
and live access through the Web are manifold. They
include, but are not limited to, the detection of urban
environmental phenomena such as changes of wind fields
or higher pollutant concentrations, traffic monitoring
and management [5], civil protection (e.g. radiation
detection), forest fire and bush fire detection and their
analysis and prevention, or precision agriculture [8].
In all cases amateurs or experts can contribute sensor
platforms.
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The remainder of this paper is organized as follows;
Section 2 is illuminates Citizen Science and the Web of
Things, whereas Section 3 is depicts the implementation
of a Feature Service on an internet enabled sensor plat-
form. After a short discussion of the limitations of the
proposed approach in Section 4, the paper closes with an
outlook as Section 5.

2 Background
Today, we observe an increasing involvement of citizens
into research projects [7]. Reasons for this can be found
in the rising interest in the environment [7] and in the ad-
vancements of information and communication technolo-
gies. Affordable technical equipment (such as computers
and smartphones), as well as open or freely available soft-
ware enable citizens to take part in studies more easily, or
even motivate them to contribute to professional studies,
e.g. by donating processing time for a project such as
Seti@home5. The increasing possibilities of global com-
munication allow citizens to share their insights with a
large number of people. Technologies, such as the Inter-
net of Things, make it easy to share sensor data at a global
scale.

The Internet of Things uses unique identification of
things (e.g. based on barcodes or Radio Frequency
Identification, RFID). The Cluster of European Research
Projects on the Internet of Things states that the Inter-
net of Things is a dynamic, global, self configuring and
interoperable structure. Physical and virtual objects are
identifiable and physical attributes have virtual personal-
ities [6]. In summary, the Internet of Things can be un-
derstood as a network of physical things and their virtual
representations which use the Internet protocols as trans-
port mechanisms [24].

An extension of the Internet of Things is the Web of
Things [17]. It focuses on enabling interaction between
things and integrating them into the Web. It relies on es-
tablished protocols and principles, such as HTTP (Hyper-
text Transport Protocol) [13] and Representational State
Transfer (REST) [14]. In the Web of Things each thing is
represented by a resource and is identifiable by a Uniform
Resource Identifier (URI) [2]. This representation can be
achieved by integrating lightweight Web servers into each
thing [16]. Using Web technologies, things can be used
like any other Web resource [21]. Both the Internet of
Things and the Web of Things are structures influenced
by users [18]. Emerging communities are creating hard-
ware and software applications that fit their special needs
and integrate them into the Internet/Web of Things.

5http://setiathome.berkeley.edu/

This way, the Internet of Things also influences cit-
izen science. While citizen science has formerly only
been associated with activities such as habitat mapping
or wildlife tracking, emerging projects now make use of
environmental monitoring technologies. Affordable hard-
ware solutions and good documentation of open hardware
projects in particular drive this movement. New sensor
platforms emerge, which can be used to measure for ex-
ample weather related phenomena, air quality [10], or
noise [19]. Those projects invite users to build their own
measurement applications and share their design with the
community.

An example for a citizen science project is the crowd-
funded Air Quality Egg6. It is solely based on open hard-
ware and software. By sharing the collected data publicly
through Sensor Web portals, citizen scientists increase
the amount of volunteered geographic information (VGI)
[15]. User contributed geographic content leads to a wik-
ification of GIS [3] and can help to see phenomena from
a different perspective. Nevertheless, sharing data with
professionals often requires extra efforts for citizen scien-
tists, since expert tools are not available, crucial informa-
tion on the acquired data is missing, scientific processes
are unclear for the citizen, professionals simply consid-
ered data insignificant.

3 An Approach for Live and Direct
Linking of GIS and the Internet
of Things

In order to link experts, citizen scientists, their sen-
sor platforms, and the data gathered by those platforms,
mechanisms are required to enable an access to the data.
This section proposes an approach to tackle this chal-
lenge, by identifying suitable hardware and proposing the
use of standards-based methods to exchange information
and to bind citizen platforms to the expert’s GIS tools.

There are three options to consider for enabling citizen
scientists to share gathered data.

First, data could be pushed to Sensor Web portals
hosted by a third party, such as cosm. Although this is an
easy-to-use and simple approach, many users have con-
cerns about this option due to questions of data owner-
ship, data availability, and potential costs. They would
also prefer an interoperable, standards-based access to
data to enable platform independency. Hence, we suggest
the usage of OGC-compliant services for an integration
with GIS tools.

The second option for citizen scientists is to publish
their acquired data to OGC services which would be op-

6http://airqualityegg.com/
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Figure 1: Top: each sensor platform publishes to an OGC-
compliant Web Feature Service. Bottom: each sensor
platform implements a feature service

erated by a group of volunteers or some organization (Fig-
ure 1 - top). Unfortunately, the operation of OGC services
and the setting up of a publishing mechanism can be chal-
lenging and cost-intensive tasks for a small community.

A third option is the deployment of OGC-compliant
services directly on each sensor platform (Figure 1 - bot-
tom). Sensor platforms become directly accessible for
GIS, since there is no detour through third party systems.
A GIS is equipped with live access to sensors out in the
field. Despite obvious disadvantages, such as lower per-
formance, such an approach solves the issues of the two
options sketched out above. The community keeps the
ownership of the acquired data and there are no additional
costs for third party systems.

3.1 Sensor Platform

The proposed implementation of a citizen science sen-
sor platform consists of a micro controller board, a GPS,
as well as a chipset providing Internet connectivity and
sensors. The hardware components are depicted in Fig-
ure 2. The central component of the sensor platform
is an Arduino Mega 25607 compatible micro controller
board. Arduino is an electronic prototyping platform,
consisting of the micro controller board, a boot loader
that runs the board, and an IDE. The whole platform is
open source, making clones and variations of the micro
controller board possible. Well known amongst the en-
thusiasts of electronics, the Arduino architecture is al-
ready used in citizen science projects. The board pro-
vides interfaces on which sensors and actuators can be at-
tached; its micro controller can be programmed in a flex-
ible manner and runs a lightweight Web server. It also
controls and evaluates the sensors and their readings. A
GPS receiver is connected to the micro controller, so that
information on the current time and position can be ac-

7http://arduino.cc/en/Main/
ArduinoBoardMega2560
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Figure 2: Hardware Components

quired. The platform can connect to the Internet through
a chipset, which provides Ethernet functionality and a
TCP/IP stack.

Once running, the sensor platform starts collecting
data by reading the sensors in defined intervals. Each
measurement is stored in a file which is identified by the
sensor ID. Location and time derived from the GPS are
added to each measurement.

3.2 Implemented Service
In late 2010, Esri8 released its Open GeoServices REST
API to the public [11, 12] and requested its standard-
ization within the Open Geospatial Consortium (OGC)
in early 2011 [20]. OGC formed a Standards Working
Group (SWG)9 to modify and implement the white paper
as an OGC standard. Currently, the draft is not supported
by most GIS applications, nevertheless the Esri JavaScript
API10 supports the RESTful GeoServices in their unmod-
ified form.

Although the specification is designed to be imple-
mented on a mature GIS Server, this paper shows how
to implement its essential parts in order to offer the mea-
surements of sensors connected to a sensor platform.

The platform only integrates the Feature Service, since
the hardware is limited in processing power and sophis-
ticated storage for images is not available. In contrast
to the established OGC Web Feature Service [22], the
GeoServices REST specification’s default response is for-
matted in the JavaScript Object Notation (JSON). JSON
is a lightweight alternative to the eXtensible Markup Lan-
guage (XML). It claims to be less processing-intensive
and to consume less bandwidth.

The GeoServices REST Feature Service specification

8http://www.esri.com/
9http://www.opengeospatial.org/projects/

groups/gservrestswg
10http://www.esri.com/getting-started/

developers/get-started/javascript
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supports both tables and layers. Since a GPS is con-
nected, we add a spatiotemporal data tag to each measure-
ment and represent it as a feature. Measurements from the
same sensor share the same feature type, which makes it
possible to collect all measurements of this sensor in the
same layer. As a result, it is not necessary to implement
tables for this sensor platform.

The Feature Service has four different types of re-
sponses, if we omit error messages. These responses can
be the collection of available layers (each layer repre-
sents one sensor), the detailed view of a layer’s attributes
(such as the layer’s extent or the field definitions of the
contained features), the collection of features belonging
to a specified layer, or a single feature from a speci-
fied layer. In order to gain access to the measurements
provided by the Feature Service, the service has to be
queried. Querying is done by sending an HTTP GET
request to the service URL. The service generates a re-
sponse to the client’s request. To query the service for
its available sensors, the service’s root URL has to be
called. The service responds with the requested collec-
tion. Listing 1 depicts a possible response to the request
http://example.org/geoservices/. The re-
sponse contains the description of the requested service
and an array of layers.

{
"serviceDescription" : "RESTful GeoServices

SenseBox" ,
"layers" : [

{
"id" : "1" ,
"name" : "carbonmonoxide"
}

]
}

Listing 1: The service response

To receive information on a layer, the layer can be
queried. This is done by adding the layer’s id (in
this case 1) to the services root URL. Then, the re-
quested URL for the layer is http://example.org/
geoservices/1/. If the service knows the layer iden-
tified by the ID, it responds with a JSON object. This
object is shown in listing 2.

{
"id" : "1" ,
"type" : "Feature Layer" ,
"displayField" : "value" ,
"capabilities" : "Query" ,
"geometryType" : "GeometryPoint" ,
"minScale" : 0 ,
"maxScale" : 0 ,
"spatialReference" : {

"wkid" : 4326
} ,

"objectIdField" : "objectid" ,
"fields" : [

{
"name" : "objectid" ,
"type" : "FieldTypeOID" ,
"alias" : "Object ID"

} ,
<a b b r e v i a t e d>

]
}

Listing 2: The layer response

The response contains an array of the layer’s field def-
initions, transmitted geometry’s definition and the spatial
reference system. It also includes additional information
which is valuable for the GIS to display the layer cor-
rectly.

The layer’s features can be listed by adding the term
query to the URL. The request http://example.
org/geoservices/1/query would lead to the re-
sponse shown in listing 3.

{
"objectIdFieldName" : "objectid" ,
"geometryType" : "GeometryPoint" ,
"spatialReference" : {

"wkid" : 4326
} ,
"fields" : [

{
"name" : "objectid" ,
"type" : "FieldTypeOID" ,
"alias" : "Object ID"

} ,
<a b b r e v i a t e d>

] ,
"features" : [

{
"geometry" : {
"point" : {
"x" : 7 . 6 5 2 1 1 8 ,
"y" : 51 .934969

} ,
"spatialReference" : {
"wkid" : 4326

}
} ,
"attributes" : {
"ObjectID" : "20000101000003" ,
"Time" : "2000-01-01T00:00:03Z" ,
"Value" : "5"

}
} ,
<a b b r e v i a t e d>
}

]
}

Listing 3: A collection of features
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The response contains an array of field definitions of
the layer and an array of features, as well as the defini-
tion of the transmitted geometry and the spatial reference
system.

The last possible request is the request for a certain fea-
ture. This is done by adding the feature ID to the layer
URL. A GET request to http://example.org/
geoservices/1/20000101000018 would result
in the response shown in listing 4.

{
"feature" : {

"geometry" : {
"point" : {
"x" : 7 . 6 5 2 1 1 8 ,
"y" : 51 .934969

} ,
"spatialReference" : {
"wkid" : "4326"

}
} ,
"attributes" : {

"ObjectID" : "20000101000018" ,
"Value" : "5"

}
}

}

Listing 4: A feature

The specification defines possibilities to narrow down
the collection of features delivered by letting the Feature
Service filter the response before sending it to the client.
Such filters can be, for example, spatial relations (e.g. in-
tersects, contains, ...), geometries (e.g. point: x,y), or
filters on attributes (e.g. ’where value=5’). In addition,
it specifies parameters to enable spatial reference system
transformations. This implementation is not capable of
doing such filtering and transformations, due to process-
ing power constraints. It will always respond with a com-
plete set of features.

4 Discussion
Due to the low-cost hardware used by our approach, the
proposed solution has certain limitations.

The hardware used is currently not capable of multi-
threading and the program flow is linear. Missing multi-
threading can cause that some measurements can not be
made. This especially happens when the platform has to
deliver a long response and is occupied with processing
and sending data to the client. No measurement can be
taken until the client’s request is fulfilled. The platform
is also limited in processing speed and memory, thus it
only allows simple queries. Due to the persistent internet
connection, the sensor platform requires a higher amount
of energy than platforms without an internet connection.

Nevertheless, due to the high pace in hardware devel-
opment, it is to be expected that those challenges can be
dealt with in the future. Similar hardware with much
higher performance is already on the market11,12. Cur-
rent advances in energy harvesting, the generation of en-
ergy from the environment (renewable energy, harvesting
electromagnetic radiation from radio services [23]), can
support our approach in the future.

5 Conclusions and Outlook

This work has shown that sensor platforms can easily be
exposed as nodes within the Internet of Things. By im-
plementing the OGC GeoServices REST API, citizen sci-
entists can make their sensor platforms available to GIS
users without having to deal with sophisticated data pub-
lishing infrastructures. The proposed direct access en-
ables a live view from GIS into the physical world.

Although we have discussed our current prototype’s
limitations in performance and energy consumption, it is
expected that future hardware improvements will foster
our approach. The implemented solution is easy to de-
ploy on sensor platforms by citizen scientists. If neces-
sary, the flexible Arduino infrastructure allows the user to
carry out a simple adaptation to his own needs.

Additional efforts have to be made to create possibili-
ties to remotely configure the sensor platform. These ef-
forts include the evaluation of methods for securing ac-
cess to the platform’s data and configuration. In addition,
future platforms should offer functions to support remote
sensor calibration.
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